Data on successes and failures can be summarized and analyzed as counted proportions via the binomial distribution or as long format 0/1 binary data. I most often see summarized data when there are multiple trials done within a study unit; for example, when tallying up the number of dead trees out of the total number of trees in a plot.

If these within-plot trials are all independent, analyzing data in a binary format instead of summarized binomial counts doesn’t change the statistical results. If trials are not independent, though, neither approach works correctly and we would see overdispersion/underdispersion in a binomial model. The confusing piece in this is that binary data [by definition can’t be overdispersed](https://stat.ethz.ch/pipermail/r-sig-mixed-models/2011q1/015534.html) and so the lack of fit from non-independence can’t be diagnosed with standard overdispersion checks when working with binary data.

In a future post I’ll talk more about simulating data to explore binomial overdispersion and how lack of fit can be diagnosed in binomial vs binary datasets. Today, however, my goal is show how to take binomial count data and expand it into binary data.

In the past We’ve done the data expansion with rowwise() and do() from package **dplyr**, but these days I’m using purrr::pmap\_dfr(). We’ll demonstrate the pmap\_dfr() approach as well as a nest()/unnest() approach using functions from **tidyr**.
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**Load R packages**

I’m using **purrr** for looping through rows with pmap\_dfr(). I also load **dplyr** and **tidyr** for a nest()/unnest() approach.

library(purrr) # 0.3.2

library(tidyr) # 1.0.0

library(dplyr) # 0.8.3

**The dataset**

I created a dataset with a total of 8 plots, 4 plots in each of two groups. The data has been summarized up to the plot level. The number of trials (total) per plot varied. The number of successes observed is in num\_dead.

dat = structure(list(plot = structure(1:8, .Label = c("plot1", "plot2",

"plot3", "plot4", "plot5", "plot6", "plot7", "plot8"), class = "factor"),

group = structure(c(1L, 1L, 1L, 1L, 2L, 2L, 2L, 2L), .Label = c("g1",

"g2"), class = "factor"), num\_dead = c(4L, 6L, 6L, 5L, 1L, 4L,

3L, 2L), total = c(5L, 7L, 9L, 7L, 8L, 10L, 10L, 7L)), class = "data.frame", row.names = c(NA,

-8L))

dat

# plot group num\_dead total

# 1 plot1 g1 4 5

# 2 plot2 g1 6 7

# 3 plot3 g1 6 9

# 4 plot4 g1 5 7

# 5 plot5 g2 1 8

# 6 plot6 g2 4 10

# 7 plot7 g2 3 10

# 8 plot8 g2 2 7

**Expanding binomial to binary with pmap\_dfr()**

To make the binomial data into binary data, I need to make a vector with a \(1\) for every “success” listed in num\_dead and a \(0\) for every “failure” (the total number of trials minus the number of successes). Since I want to do a *rowwise* operation I’ll use one of the pmap functions. I want my output to be a data.frame so I use pmap\_dfr().

I use an anonymous function within pmap\_dfr() for creating the output I want from each row. I purposely make the names of the function arguments match the column names. You can either match on position or on names in pmap functions, and I tend to go for name matching. You can use formula coding with the tilde in pmap variants, but I find the code more difficult to understand when I have more than three or so columns.

Within the function I make a column for the response variable, repeating \(1\) num\_dead times and \(0\) total - num\_dead times for each row of the original data. I’m taking advantage of [recycling](http://www.hep.by/gnu/r-patched/r-lang/R-lang_41.html) in data.frame() to keep the plot and group columns in the output, as well.

binary\_dat = pmap\_dfr(dat,

function(group, plot, num\_dead, total) {

data.frame(plot = plot,

group = group,

dead = c( rep(1, num\_dead),

rep(0, total - num\_dead) ) )

}

)

Here are the first 6 rows of this new dataset. You can see for the first plot, plot1, there are five rows of \(1\) and one row of \(0\).

head(binary\_dat)

# plot group dead

# 1 plot1 g1 1

# 2 plot1 g1 1

# 3 plot1 g1 1

# 4 plot1 g1 1

# 5 plot1 g1 0

# 6 plot2 g1 1

This matches the information in the first row of the original dataset.

dat[1, ]

# plot group num\_dead total

# 1 plot1 g1 4 5

**Aside: pmap functions with more columns**

My anonymous function in pmap\_dfr() works fine in its current form as long as every column is included as a function argument. If I had extra columns that I didn’t want to remove and wasn’t using in the function, however, I would get an error.

To bypass this problem you can add dots, ..., to the anonymous function to refer to all other columns not being used.

function(group, plot, num\_dead, total, ...)

**Comparing analysis results**

While I definitely learned that binomial data can be analyzed in binary format and returns identical results in a GLM class, for some reason I often have to re-convince myself this is true. ![😜](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAb1BMVEVHcEz/zEv/y0v/ykr/zEz/y0v/ykz/y0v/z0f/y0z1mVr/y0zoWW709/llRxspLzPeL0blT2T19O6yiTRwTx7ZqkDntkSEWic+REf+0mWSbSnucWf36cP279n64aP73I2Pk5b+zlf1lFzLnzu2Uk7HGfx0AAAAC3RSTlMAj99gSoDHoyDv35CkAGkAAALZSURBVFiFrZjZloIwDIZlEXBQVIpUcZd5/2ecAl1ougXP/HeU8p0kLWma1cqtIomyuOSKsygpPJOdSnPJUIrzdBmliDYmZdImwtuV5i7KJKRZRQAzohBWrZ1OaQ6uQ+ZkGMygzGtUijKHG+WJ1BqPGeR0DxFlXfk/cRykLzhW0sL4CBlxSr/jlCVYuwKz7u/nrd4x1bfnWw5u9P2E2YePkTKpfsjhbGGALvedpvtFvFkvcuxS74BqQZo5F155kzMjyT2AWLG7yWHeibcp2qCHjbPbiYhzk4og521xbHRO7IIpSlEQ9JSfvs77/fklH598QjSCwkt2ExYwzKCzAN34hA0y1MKz155L2FSLGakt1H1XMXW9GhEGnAVImiRmDOEG52BLKy7aQtBeCoJiY83appJqWjSIrVvi5ChS2LUyAYtPK00UG2y2AbQEQiogMg7fgEnG8g/JRIv14Bgl/YmpJ4N1zTgc3JBDtDXPmoa06qklzQQK/iJMOqgtS+tz4Kc1QU7508gCkDexLQH5Uu0ykCf5LwQ5j6PlIPsBKUGWIvgbxagzFqEM/LTkhP3yRLTHCKSR4ffq2M/mRfSkG35KbTABiU2loq4jhJzm6tlA16nMoH1YgFTbVWh18+9imPxVQtr+MlGqMmZDKRvZglTFlcPjqFUgqePhcFRPcoKWKVLjgOywIM2zjXlkt1iQZlBkKSIIDqTvosJW1lAMiGqfiEoLnP5NGNToOVmWyLpJ0yHpAwGOKv9BMTqSPCDAmVfasDymPhAFZ412i4DJhLhBBEzVCnaz0m5dIHj0gSuEWbe5QHCecSGFYUKCLNfR/BsQ4gqJAmEutRiQg6PH6apAx4PiXP3xkWundsFna9VHTvA1ELSWhh0kX/tbGqtZk8VqkjAo2GRZzdo+V5MjIoRp+6xUI8ogcc6C/hhvjV0tnCWtMW5WDOL0+aJZx+1KouznM5p1/fwE2od/caXH1icekLkAAAAASUVORK5CYII=)This is clear when I do an analysis with each dataset and compare results.

**Binomial model**

Here’s results from comparing the two groups for the binomial model.

fit = glm( cbind(num\_dead, total - num\_dead) ~ group,

data = dat,

family = binomial)

summary(fit)$coefficients

# Estimate Std. Error z value Pr(>|z|)

# (Intercept) 1.098612 0.4364358 2.517237 0.0118279240

# groupg2 -2.014903 0.5748706 -3.504968 0.0004566621

**Binary model**

The binary model gives identical results for estimates and statistical tests.

fit\_binary = glm( dead ~ group,

data = binary\_dat,

family = binomial)

summary(fit\_binary)$coefficients

# Estimate Std. Error z value Pr(>|z|)

# (Intercept) 1.098612 0.4364354 2.517239 0.0118278514

# groupg2 -2.014903 0.5748701 -3.504971 0.0004566575

**Expanding binomial to binary via nesting**

Doing the expansion with nesting plus purrr::map() inside mutate() is another option, although this seems less straightforward to me for this particular case. It does keep the other variables in the dataset, though, without having to manually include them in the output data.frame like I did above.

binary\_dat2 = dat %>%

nest(data = c(num\_dead, total) ) %>%

mutate(dead = map(data, ~c( rep(1, .x$num\_dead),

rep(0, .x$total - .x$num\_dead) ) ) ) %>%

select(-data) %>%

unnest(dead)

head(binary\_dat2)

# # A tibble: 6 x 3

# plot group dead

#

# 1 plot1 g1 1

# 2 plot1 g1 1

# 3 plot1 g1 1

# 4 plot1 g1 1

# 5 plot1 g1 0

# 6 plot2 g1 1

**Just the code, please**

Here’s the code without all the discussion. Copy and paste the code below or you can download an R script of uncommented code [from here](https://aosmith.rbind.io/script/2019-10-04-expanding-binomial-to-binary.R).

library(purrr) # 0.3.2

library(tidyr) # 1.0.0

library(dplyr) # 0.8.3

dat = structure(list(plot = structure(1:8, .Label = c("plot1", "plot2",

"plot3", "plot4", "plot5", "plot6", "plot7", "plot8"), class = "factor"),

group = structure(c(1L, 1L, 1L, 1L, 2L, 2L, 2L, 2L), .Label = c("g1",

"g2"), class = "factor"), num\_dead = c(4L, 6L, 6L, 5L, 1L, 4L,

3L, 2L), total = c(5L, 7L, 9L, 7L, 8L, 10L, 10L, 7L)), class = "data.frame", row.names = c(NA,

-8L))

dat

binary\_dat = pmap\_dfr(dat,

function(group, plot, num\_dead, total) {

data.frame(plot = plot,

group = group,

dead = c( rep(1, num\_dead),

rep(0, total - num\_dead) ) )

}

)

head(binary\_dat)

dat[1, ]

function(group, plot, num\_dead, total, ...)

fit = glm( cbind(num\_dead, total - num\_dead) ~ group,

data = dat,

family = binomial)

summary(fit)$coefficients

fit\_binary = glm( dead ~ group,

data = binary\_dat,

family = binomial)

summary(fit\_binary)$coefficients

binary\_dat2 = dat %>%

nest(data = c(num\_dead, total) ) %>%

mutate(dead = map(data, ~c( rep(1, .x$num\_dead),

rep(0, .x$total - .x$num\_dead) ) ) ) %>%

select(-data) %>%

unnest(dead)

head(binary\_dat2)